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ABSTRACT

Web image re-ranking aims to automatically refine the initial text-
based image search results by employing visual information. A
strong line of work in image re-ranking relies on building image
graphs that requires computing distances between image pairs. In
this paper, we present Anchor Concept Graph Distance (ACG Dis-
tance), a novel distance measure for image re-ranking. For a given
textual query, an Anchor Concept Graph (ACG) is automatically
learned from the initial text-based search results. The nodes of the
ACG (i.e., anchor concepts) and their correlations well model the
semantic structure of the images to be re-ranked. Images are pro-
jected to the anchor concepts. The projection vectors undergo a
diffusion process over the ACG, and then are used to compute the
ACG distance. The ACG distance reduces the semantic gap and
better represents distances between images. Experiments on the
MSRA-MM and INRIA datasets show that the ACG distance con-
sistently outperforms existing distance measures and significantly
improves start-of-the-art methods in image re-ranking.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Retrieval models
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1. INTRODUCTION

The fast growing number of web images spurs the rapid de-
velopment of image search engines, such as Google, Bing, and
Flickr. Due to the success of text retrieval techniques in search-
ing web pages and their efficiency, most web image search engines
return images based on textual information including surrounding
texts, titles, URLSs, and user-given tags. However, text-based image
search often suffers from noise in the textual information as well as
the discrepancy between textual and visual contents, yielding un-
satisfactory results. For example in Figure 1, when users search for
the ‘panda’ animal, unexpected images of cars will also come out in
the text-based search results. Researchers therefore employ visual
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information to re-rank the initial text-based search results. The aim
is to boost images relevant to the textual query to top ranks, and
lower down irrelevant ones without further user intervention.

A variety of methods have been proposed for web image search
re-ranking. Topic models [1, 2] learn the latent topics among re-
turned images and perform re-ranking based on the probability that
each image belongs to the dominant topic. Such methods are ef-
fective in handling object-like queries, but may fail on general web
images or when relevant images undergo significant variations be-
cause of their low discriminative power. Classification-based meth-
ods first train a discriminative model such as SVM [16] and boost-
ing [15] which are further used to predict the relevance scores of
returned images. The drawback of this type of methods is that they
adopt pseudo-relevance feedback (PRF) to acquire training sam-
ples which are usually unreliable. There are also approaches [6]
that train query-relative classifiers and do not involve PRF. How-
ever, they are shown to suffer from the overfitting problem [7].

Recently, graph-based methods have drawn increasing attention
in image re-ranking [12, 4, 9, 7], as they are able to capture mani-
fold structures underlying imagery data and provide a nice frame-
work to integrate the initial text-based ranking information and vi-
sual consistency between images [17]. These methods mostly build
on the assumption that the relevant images form a compact cluster
in the search results. They typically involves (1) constructing a
graph by computing distances of image pairs; (2) detecting confi-
dent samples (compact clusters) based on the graph; and (3) prop-
agating the scores of confident samples over the graph. Therefore,
the key to the success of graph-based methods lies in a proper dis-
tance measure between images, as it determines the structure of the
graph which the rest of the methods build on. A good distance mea-
sure would close the semantic gap and reveal the manifold structure
formed by images to be re-ranked. Despite of its importance in re-
ranking algorithms, the choice of distance measure for graph con-
struction is not well solved yet. Jing and Baluja [5] used the portion
of matched SIFT features as the similarity between an image pair.
It is effective only in ranking images of particular types of objects.
Most methods [12, 9, 7] adopt distance between low-level features
such as histograms of visual words or color moments. These fea-
tures generally do not correlate well with the semantics of images,
especially when the returned images are diverse in visual content.

In this paper, we propose the Anchor Concept Graph Distance
(ACG Distance), an effective distance measure for graph construc-
tion in image re-ranking. A graphical illustration is shown in Figure
1. Instead of directly computing distances with low-level features,
our proposed distance is computed using a semantic representation
of the initial search results called Anchor Concept Graph (ACG).
The ACG is automatically learned from the initial search results.
Its nodes (called Anchor Concepts) are a set of concepts relevant
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Figure 1: Illustration of the proposed ACG distance for web
image search re-ranking. An anchor concept graph is learned
from the initial text-based search results of a given query, e.g.,
panda. Images are projected to the anchor concepts. Image
distances are computed using the smoothed concept projections
over the anchor concept graph.

to the returned search results. The correlation of these anchor con-
cepts are represented by edges of the ACG. The visual features of
images are then projected to the nodes of the ACG, forming a high-
level representation that encodes the association of an image with
the anchor concepts. The projection vector is further smoothed
with a diffusion process which propagates information along the
edges of the ACG and the distance between two smoothed projec-
tion vectors is defined as the ACG distance of two images. Since
the ACG models the structure of initial search results at the seman-
tic level, our ACG distance better reflects the semantic relevance of
images and the image graphs constructed from it are more effec-
tive in image re-ranking. We demonstrate the effectiveness of our
approach on two benchmark datasets and show that ACG distance
leads to consistent and significant improvement of state-of-the-art
image re-ranking methods.

2. ACG CONSTRUCTION
2.1 Anchor Concept Discovery

Given a textual query g, e.g., “panda”, in conjunction with the
returned images Z, and their surrounding texts 74, a set of an-
chor concepts, such as “giant panda”, “kungfu panda”, and “panda
suv”, can be automatically discovered by employing both textual
and visual information. These anchor concepts can more accurately
model the visual and semantic content of the diverse images to be
re-ranked. The anchor concepts are discovered through query ex-
pansions. The key idea is to identify expanded query keywords that
occur frequently in visually similar images, as those keywords are
more likely to correlate with the visual contents and thus can be
viewed as descriptive concepts. The details are provided in Algo-

rithm 1. The learned concepts are denoted as Cq; = {cl}f\iql In this
paper, we set K, T', and M, to 15, 3, and 25, respectively.

2.2 Estimating Concept Correlation

The anchor concepts are not isolated. Some anchor concepts are
more semantically related, e.g., “giant panda” and “kunfu panda”,
while some are less related, e.g., “giant panda” and “panda suv”.
Such correlations are useful in determining image similarities as
explained in Section 3.2. We adopt the Google Kernel to estimate
correlations among anchor concepts. Google Kernel was first pro-

Algorithm 1 Concept Discovery through Query Expansion

Require: Query ¢, image collection Zg, surrounding texts 7.
Ensure: Learned concept set C; = {Ci}fqu-
1: Imitialization: C, := 0, r;(w) := 0.
2: for all images I, € Z, do
3 Find the top K visual neighbors, denote as N(Iy)
4:  LetWrp, = {w}k L | be the T most frequent words in the
surrounding texts of ' (Iy).

5:  for all wordS wj, € W(I}) do

6: ri(wy,) = rr(wy,) + (T —1).
7 end for

8: end for

9: Combine ¢ and top M, words with largest r7(w) to form C,.

posed by Sahami ef al. [10] to measure the similarity of two short
texts (typically a short text contains a number of keywords) at the
semantic level. For a anchor concept ¢;, a set of Google snippets
S(ci) is obtained from the Google web search. A Goolge snippet
is a short text summary generated by Google for each search result
item with query c;. We collect the snippets of the top N search re-
sult items, and they provide richer semantic context for the anchor
concept ¢;. We can more robustly determine the similarity between
¢; and ¢; by computing the textual similarity between S(c;) and
S(c;) using the traditional term vector model and cosine similar-
ity. We represent the learned correlations by a matrix W, where
Wi; is the correlation value of ¢; and ¢;, and Wj; is set to 1.

3. RE-RANKING WITH ACG DISTANCE

3.1 Concept Projection

Once the ACG is built, we project images to be re-ranked to the
M, anchor concepts on the ACG, and obtain a high-level represen-
tation of images called concept projection. A concept projection
of an image is a M, dimensional vector that encodes its associ-
ation with each of the anchor concepts. It reduces the semantic
gap as it allows images with large difference in visual features to
map to similar projection vectors. The projection is done using an
multi-class SVM which requires an off-line training stage. Training
samples for the anchor concepts are collected by a second round of
querying to the search engine. The top N returned images are re-
tained as positive samples for each anchor concept'. As the anchor
concepts are much less ambiguous than the original queries, their
search results are compact and compact enough to serve as training
samples. The multi-class SVM is then learned with these training
samples. When the training is finished, the learned model is ap-
plied to images to be re-ranked, and the probabilistic outputs of the
SVM [14] are used as the concept projections.

3.2 ACG distance

The ACG distance for images is then calculated with the con-
cept projection on the anchor concept graph. It is straightforward
to define the L1-distance between two concept projections as their
distance. However, this distance is not optimal in that it treats each
dimension of the concept projection independently, and the corre-
lations between anchor concepts are ignored. Consider an extreme
case that I; is an image ideally associated with the anchor con-
cept of “giant panda” (thus its concept projection is a vector with
an one in the dimension of “giant panda” and zeros elsewhere).
I> and I3 are images ideally associated with “kungfu panda” and

!N is fixed to 300 in our experiments. We observe the performance
of our approach is not sensitive to the value of V.



Table 1: Performance of different re-ranking methods on the MSRA-MM and the INRIA datasets. Values in the parentheses are the
NDCG@k / MAP improvements over initial search results. M: results on the MSRA-MM dataset. I: results on the INRIA dataset.

.. . RWalk [4] KernelTopN [9] KernelBVLS [9]
Initial 1B[3] Bayesian [12] QRel [6] original ACG original 5 ACG original ACG
NDCG@10 (M) 0.582 | 0.594(0.012) | 0.592(0.010) — 0.597(0.015)  0.621(0.039) | 0.598(0.016)  0.647(0.065) | 0.645(0.063)  0.657(0.075)
NDCG@50 (M) 0.556 | 0.570(0.014) | 0.565(0.009) - 0.563(0.007)  0.586(0.030) | 0.564(0.008)  0.610(0.054) | 0.587(0.031)  0.623(0.067)
NDCG@100 (M) | 0.536 | 0.554(0.018) | 0.559(0.023) — 0.550(0.014)  0.580(0.044) | 0.560(0.024)  0.607(0.071) | 0.580(0.044)  0.617(0.081)
MAP (I) 0.570 | 0.616(0.046) | 0.658(0.088) | 0.649(0.079) | 0.637(0.067)  0.650(0.080) | 0.661(0.091)  0.674(0.104) | 0.674(0.104)  0.689(0.119)
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Figure 2: (a) The NDCG@k and MAP improvements over the initial text-based search results on the MSRA-MM and the INRIA
datasets. M: results on the MSRA-MM dataset. I: results on the INRIA dataset (b) The performance on the MSRA-MM dataset

when changing the value of parameters o and ).

“panda suv” respectively. When using L1 -distance, I and I3 have
equal distance to I;. However, it is clear to us that /> should be
more similar to I; because they are both related to the panda ani-
mal while I3 is related to vehicle. This limitation can be remedied
by a smoothing operation on the concept projection before comput-
ing the L;-distance. Concretely, we consider a diffusion process
[17] on the ACG that gradually propagate association with one an-
chor concept (e.g. “giant panda”) to other correlated concepts (e.g.
“kungfu panda”). Let p; denote the concept projection of I, the
smoothed concept projection is given by

pi=)Y_ " W'pi=(—aW) 'p, )
n=0

where W is the column-normalized correlation matrix, i.e., W =
WD~ and D is a diagonal matrix with D;; = ijviql Wji. «
(0 < a < 1) is a damping factor that controls the diffusion rate.

The ACG distance is calculated as ||p] — p5||1. After dropping
constant terms, we have

dist"““ = |[(I — aW) ™" (p1 = p2) 1 )

The ACG distance can be used with any existing re-ranking meth-
ods that rely on pairwise image distances. As the semantic gap is
reduced, the manifold structure underlying the returned images are
better captured by the ACG distance. State-of-the-art methods can
be significantly improved by the ACG distance as shown in the fol-
lowing section.

4. EXPERIMENTS

We conduct experiments on two benchmark datasets for web im-
age re-ranking: INRIA [6] and MSRA-MM V1.0 [13], with 68 and
352 queries respectively. We report the mean average precision
(MAP) [6] for the INRIA dataset, and NDCG @k [9] for MSRA-
MM as its images are labelled with multiple relevance levels. In
Section 4.1, we first combine the ACG distance with existing al-
gorithms and show that the image re-ranking performance can be
significantly improved. Several state-of-the-art re-ranking methods
are also compared. Section 4.2 compares the ACG distance with

other measures directly computed from low-level visual features
and/or textual features. It shows that the ACG distance can better
capture image semantics. The parameter « is fixed as 0.5 in both
experiments. The sensitivity to « is investigated in Section 4.3.

4.1 Comparison with Existing Methods

We combine the ACG distance with state-of-the-art methods by
replacing their graph construction component. We use the ACG
distance to compute pairwise image distances, and keep the rest of
the methods unchanged. We test on three re-ranking approaches:
random walk (RWalk) [4], kernel-based re-ranking by taking top
N images as confident samples (KernelTopN) [9], and kernel-based
re-ranking by detecting confident samples based on bounded vari-
able least square (KernelBVLS) [9]. The parameters involved in
these methods are selected according to the original papers. We ex-
periment on both INRIA and MSRA-MM and summarize the per-
formance of the initial text-based search result, the three original
approaches, and their counterparts with our ACG distance in Table
1. Three other methods, Information Bottleneck (IB) [3], Bayesian
Visual Re-ranking (Bayesian) [12] and Query-relative Classifier
(QRel) [6] are also included for comparison.

From Table 1, it is clear that our ACG distance consistently im-
proves upon the state-of-the-art methods on both datasets. Figure 2
(a) shows the improvement of above methods over the initial search
results. We can see that the ACG distance is very effective. On
MSRA-MM, the NDCG @50 improvements over the initial search
result are originally 0.007, 0.008, and 0.031 by using RWalk, Ker-
nelTopN and KernelBVLS, and the improvements are boosted to
0.030, 0.054, and 0.067 by using the ACG distance. Over 100% rel-
ative improvement are obtained. Some re-ranking results are shown
in Figure 4.

4.2 Comparison of Different Distances

Next, we compare the ACG distance with other distance/similarity
measures which are based on low-level visual features and/or tex-
tual features. Five different measures are used for graph construc-
tion in two re-ranking methods, RWalk [4] and KernelTopN [9].
The measures under comparison are (1) SpmSIFT: L-distance be-
tween spatial pyramids of the bag-of-words SIFT descriptors used
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Figure 3: The Performance of four similarity/distance mea-
sures on the MSRA-MM dataset. Top: results using RWalk[4].
Bottom: results using KernelTopN [9].

in [9], (2) AdpWeight: distances of multiple visual features with
adaptive weighting proposed in [11], (3) Text: cosine similarity
between Lo-normalized word histograms extracted from the sur-
rounding texts with tf-idf weighting [8], (4) SpmSIFT+Text, the
weighted combination of SpmSIFT and Text, where the weight is
optimally tuned, and (5) our ACG distance. The first three rep-
resent distance/similarity measures based on local visual feature,
global visual feature, and textual feature respectively.

The re-ranking result is given in Figure 3. We can see that our
ACG distance consistently outperforms the other measures. More-
over, it is observed that the performance gap increases with the
ranking position, indicating that the graph constructed by our ACG
distance works more robustly in propagating the relevance infor-
mation along the semantic manifold. We therefore conclude that
the ACG distance is more effective in reducing the semantic gap.

4.3 Parameter Sensitivity

We investigate how the free parameters « in Eqn. 2 and M,
the number of anchor concepts, will affect the re-ranking perfor-
mance. We change the value of a and M, and use the correspond-
ing versions of ACG distance to re-rank images. The NDCG @50
on MSRA-MM by two methods are reported in Figure 2 (b). It can
be observed that the performance of ACG distance is robust against
small changes in «, and that adding more concepts will always in-
crease the performance. However, the performance gain diminishes
quickly after M, reaches around 25.

S.  CONCLUSIONS

In this paper, we propose the ACG distance for web image search
re-ranking. The proposed distance is computed over an Anchor

Concept Graph which is automatically learned from the initial search

results and well models the semantic structure of images to be re-
ranked. Our ACG distance better computes image similarities by
reducing the semantic gap. It is applicable to a variety of re-ranking
approaches that rely on constructing graphs on images. We conduct
experiments on two public benchmark datasets, and show that the
proposed distance consistently outperforms commonly used dis-
tance/similarity measures, and significantly improves the start-of-
the-arts methods in web image search re-ranking.
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Figure 4: Top 10 re-ranked images for three queries in the
MSRA-MM dataset. The green bar underneath each image in-
dicates its groundtruth relevance level. (a) Initial text-based
search. (b) KernelTopN [9] with original distance measure. (c)
KernelTopN with ACG distance.
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